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OutgoingIncoming
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• SC 42/JAG (SC 39)
• → Phil Isaak/Harm Ellen/

Engr Derick Oohmar Adil 
• SC 42/AHG 4 → Peter Deussen (GE)
• SC 42/AHG 8 → Olivier Blais (CA)
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Extension of Areas and PlanningPublication

Growth by the Numbers
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• SC 42 has adopted the holistic ecosystem approach providing the glue between requirements and technical 
requirements through the platform of horizontal deliverables the committee develops
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- ISO/IEC 42001 : 5, 7, 8, 9, 10, 12, 14 
- ISO/IEC 42005 : 5, 8, 9, 10, 12 
- ISO/IEC 5259 series : 6, 7, 8, 9, 11, 12, 13, 14, 15
- ISO/IEC TR 24030 : 3, 9

UN SDGs(Sustainable Development Goals)
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• Constellation, mapping of 
supporting work for 
management systems, risk 
and governance as well as 
terminology

• Assessment of possible 
revision of existing body of 
work, continuous monitoring 
of terminology and concepts

• Assessment of possible 
revision of existing body of 
work

• Data management for 
Agentic AI Context 
management

• Data provenance and 
pedigree

• Management of quantum 
stored/processed data for AI

• Existing projects on Guidance 
for human oversight of AI 
systems (42105), resilience 

assessment of AI systems 

(25864), trustworthiness Fact 

Labels (42117)

• Artificial Intelligence —
System Safety Engineering
(9 areas)

• Identifying new projects 
regarding AI safety and 
sustainability

• Existing projects on human-
machine teaming (TR 42109, 
25589) and use cases (TR 
24030); proposing new 
projects of HMT 

• Identifying potential projects 
of HMT and AI agent

• Identifying new AI topics by 
collecting and analyzing use 
cases
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• Existing projects on 4213 
performance measurement on 
AI tasks, TS 42112 ML model 
training efficiency, TS 25258 
AI inference, TS 42111 
lightweight modelling, 25872-
1 knowledge enhancement  
framework

• Knowledge enhancement for 
pretrained machine learning 
models series

• Potential AGI related topic 
etc.

• IS 42119-4 Ontology for 
software testing (e.g. 
UML/OWL/knowledge 
graphs)

• IS 42119-1 Introduction to 
standards on testing AI, IS 
42119-5 Testing ML systems 
without continuous learning, 
IS 42119-6 Testing KE 
systems

• TS 42119-8, IS 42119-9, IS 
42119-10 Software testing AI 
benchmarks (AI used for 
testing, not testing AI)

• CD and DTS ballot ( joint 
ballot between SC 42, TC 
65/SC 65A and JTC 21) of TS 
22440 series.

• Publication of TS 22440 
series and start discussion 
toward 2nd ed., including 
potential migration to IS; CD, 
DTS ballot and publication of 
TS 25223

• No new project interest at 
this time, study groups could 
be started after publication 
of TS 22440 series

• NP for Study item Corpus 
development and 
maintenance for NLP systems, 
DTR/DIS for 23281 on NLP 
tasks and 23282 on NLP 
evaluation

• NP for PWI 25526, Second 
ed. of 23281 and 23282, 
Amend. or specific NWIP for: 
Robustness for NLP, Bias for 
NLP, Documentation for NLP

• No NWIP planned, to be 
complemented depending on 
emerging technological 
needs around GenAI
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2025-07
ISO/IEC TR 21221:2025 Information 

technology — Artificial intelligence —
Beneficial AI systems

This document provides an overview of the environmental 
sustainability aspects (e.g. workload, resource and asset utilization, 

carbon impact, pollution, waste, transportation, location) of AI 
systems during their life cycle, and related potential metrics. NOTE 

1 This document does not identify opportunities on how AI, AI 
applications and AI systems can improve environmental, social or 

economic sustainability outcomes. NOTE 2 This document can help 
other projects related to AI system environmental sustainability.

2025-05
ISO/IEC 42005:2025 Information 

technology — Artificial intelligence — AI 
system impact assessment

ISO/IEC 42005 provides guidance for organisations conducting AI 
system impact assessments. These assessments focus on 
understanding how AI systems — and their foreseeable 

applications — may affect individuals, groups, or society at large. 
The standard supports transparency, accountability and trust in AI 
by helping organisations identify, evaluate and document potential 

impacts throughout the AI system lifecycle.
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2025-02

ISO/IEC 5259-5:2025 Artificial intelligence 
— Data quality for analytics and machine 

learning (ML) Part 5: Data quality 
governance framework

ISO/IEC 5259-5 provides a governance framework to help 
organisations oversee and direct data quality for analytics and 

machine learning (ML). It equips governing bodies with strategic 
tools to ensure that data quality measures are implemented 

effectively across all levels of the organisation and throughout the 
entire data life cycle.

2025-09

ISO/IEC TR 20226:2025 Information 
technology — Artificial intelligence —

Environmental sustainability aspects of AI 
systems

This document describes the delivery of functional, economic, 
environmental, social, societal, cultural, intellectual and personal 
benefits by AI systems as perceived by their stakeholders. The 

document includes illustrative use cases of AI systems.
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2025-09

ISO/IEC TS 6254:2025 Information 
technology — Artificial intelligence —

Objectives and approaches for 
explainability and interpretability of 
machine learning (ML) models and 
artificial intelligence (AI) systems

This document describes approaches and methods that can be 
used to achieve explainability objectives of stakeholders with 

regard to machine learning (ML) models and artificial intelligence 
(AI) systems’ behaviours, outputs and results. Stakeholders include 
but are not limited to, academia, industry, policy makers and end 

users. It provides guidance concerning the applicability of the 
described approaches and methods to the identified objectives 

throughout the AI system’s life cycle, as defined in ISO/IEC 22989.

2025-07

ISO/IEC 42006:2025 Information 
technology — Artificial intelligence —

Requirements for bodies providing audit 
and certification of artificial intelligence 

management system

ISO/IEC 42006 sets out the additional requirements for bodies that 
audit and certify artificial intelligence management systems (AIMS) 

according to ISO/IEC 42001. It builds on ISO/IEC 17021-1 and 
ensures that certification bodies operate with the competence and 
rigor necessary to assess organizations developing, deploying or 

offering AI systems.
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2024-11

ISO/IEC 5259-2:2024 Artificial intelligence 
— Data quality for analytics and machine 

learning (ML) Part 2: Data quality 
measures

ISO/IEC 5259-2 defines a data quality model and a set of 
measurable characteristics to help organisations assess and report 
on data quality in the context of analytics and machine learning 
(ML). It builds on existing standards (such as ISO/IEC 25012 and 
ISO 8000) and provides a common foundation for ensuring that 
data used in AI and analytics processes is trustworthy and fit for 

purpose.

2024-10

ISO/IEC TS 12791:2024 Information 
technology — Artificial intelligence —

Treatment of unwanted bias in 
classification and regression machine 

learning tasks 

This document describes how to address unwanted bias in AI 
systems that use machine learning to conduct classification and 
regression tasks. This document provides mitigation techniques 

that can be applied throughout the AI system life cycle in order to 
treat unwanted bias. This document is applicable to all types and 

sizes of organization.
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ISO/IEC 42005:2025 AI system impact assessment

ISO/IEC 42006:2025 Requirements for bodies providing audit and certification of artificial intelligence management systems

ISO/IEC 42001:2023 Management system (AIMS)

ISO/IEC 22989:2022 Artificial intelligence concepts and terminology

ISO/IEC 23053:2022 Framework for Artificial Intelligence (AI) Systems Using Machine Learning (ML) 

ISO/IEC TR 21221:2025 Beneficial AI systems

ISO/IEC 20226:2025 Environmental sustainability aspects of AI systems

ISO/IEC 24030-2:2024 Use cases 2nd edition

ISO/IEC 24030:2024 Use cases

ISO/IEC 5339:2024 Guidance for AI applications

ISO/IEC5338:2023 AI system life cycle processes
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ISO/IEC 5259-5:2025 Data quality for analytics and machine learning (ML) — Part 5: Data quality governance framework

ISO/IEC 5259-1:2024 Data quality for analytics and machine learning (ML) — Part 1: Overview, terminology, and examples

ISO/IEC 5259-2:2024 Data quality for analytics and machine learning (ML) — Part 2: Data quality measures

ISO/IEC 5259-3:2024 Data quality for analytics and machine learning (ML) — Part 3: Data quality management requirements and guidelines

ISO/IEC 5259-4:2024 Data quality for analytics and machine learning (ML) — Part 4: Data quality process framework

ISO/IEC 8183:2023 Data life cycle framework
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ISO/IEC 12792-2:2025 Transparency taxonomy of AI systems

ISO/IEC 6254:2025 Objectives and approaches for explainability and interpr1tability of machine learning (ML) models and artificial intelligence (AI) systems

ISO/IEC 12791:2024 Treatment of unwanted bias in classification and regression machine learning tasks

ISO/IEC 23894:2023 Guidance on risk management

ISO/IEC 24029-2:2023 Assessment of the robustness of neural networks — Part 2: Methodology for the use of formal methods

ISO/IEC 24368:2022 Overview of ethical and societal concerns

ISO/IEC 24029-1:2021 Assessment of the robustness of neural networks — Part 1: Overview

ISO/IEC 24028:2020 Overview of trustworthiness in artificial intelligence

ISO/IEC 5392:2024 Reference architecture of knowledge engineering

ISO/IEC TR 17903:2024 Overview of machine learning computing devices

ISO/IEC TS 4213:2022 Assessment of machine learning classification performance

ISO/IEC TR 24372:2021 Overview of computational approaches for AI systems
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(Source: SMI conference, 2024)

Cloud AI On-device AI

LLM,  LMM sLM, sLLM

High 

Performance

Efficiency

Collaboration

Performance 

Optimization
Sustainability
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(Source: HAI, 2025)
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• Until now : focused on foundational, cross-cutting areas

AI-based Standards

Experts for AI Convergence Standards

Demand-side Companies

(2025.9.10)
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ISO/IEC 5259-5:2025 Data quality for analytics and machine learning (ML) — Part 5: Data quality governance framework

SO/IEC TS 6254:2025 Objectives and approaches for explainability and interpr1tability of machine learning (ML) models and artificial intelligence (AI) systems

ISO/IEC 5259-1:2024 Data quality for analytics and machine learning (ML) — Part 1: Overview, terminology, and examples

ISO/IEC TR 20547-2:2018 Big data reference architecture

ISO/IEC TS 42119-2 Testing of AI - Part 2: Overview of testing AI systems

ISO/IEC TS 42111 Guidance on lightweight AI systems

ISO/IEC TS 25258 Hybrid AI inference framework for AI systems

SO/IEC TS 25571 Example template for documenting ethical issues of an AI system

ISO/IEC AWI TS 42119-7 Testing of AI - Part 7: Red teaming

ISO/IEC AWI 25704 Process assessment model for AI system life cycle processes

ISO/IEC AWI 25058 Systems and software Quality Requirements and Evaluation (SQuaRE) — Guidance for quality evaluation of artificial intelligence (AI) systems

ISO/IEC AWI TR 25523 Overview of data profiles for analytics and ML

ISO/IEC PWI TS 42117 Trustworthiness fact labels for AI systems




